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#### Abstract

The equation which describes the motion of an ice sheet under its own weight has a cylindrically symmetric similarity solution. The initial value problem of the equation of motion which has been linearized in the deviations from this similarity solution is solved by an expansion of the solution in terms of eigenfunctions of the linearized equation. The linearized equation determines, for all ice sheets of the same volume, an asymptotically stable motion. These results are compared with the corresponding results of the two-dimensional case (Hallar, 1981).


## The Similarity Solution

This paper is an extension of Halfar's [1981] twodimensional analysis to the three-dimensional case. A homogeneous ice sheet is considered, which is frozen to a flat, horizontal bed, moves under its own weight according to Glen's flow law, and is not governed by other influences. A motion by shear strain parallel to the bed is assumed, changes of the shear stress in horizontal direction are neglected in comparison with changes of the pressure in vertical direction, and changes of the vertical velocity in horizontal direction are neglected in comparison with changes of the horizontal velocity in vertical direction.
The position of the ice surface is described by its height $h$ at times $t$ above the bed point with Cartesian coordinates $x, y$ and cylindrical coordinates $\rho, \phi$, where $h, x, y, \rho$, and $t$ are dimensionless coordinates with $L$ and $T$ as units of length and time, respectively [Halfar, 1981]. The corresponding equation of motion [Mahaffy, 1976],

$$
\begin{equation*}
\frac{\partial h}{\partial t}=\nabla\left(\nabla h|\nabla h|^{n-1} h^{n+2}\right) \tag{1}
\end{equation*}
$$

for the time evolution of the ice surface has a cylindrically symmetric (three-dimensional case) similarity solution which is compared with the two-dimensional solution [Halfar, 1981]:

## Three-dimensional case

$$
\begin{equation*}
h=(a V)^{1 / 3} f^{2}(t) g(\eta) \tag{2}
\end{equation*}
$$

where

$$
\begin{gather*}
\eta=\rho f(t)(a V)^{-1 / 3}  \tag{3}\\
g(\eta)=\left(1-\eta^{(n+1) / n)^{n /(2 n+1)}}\right.  \tag{4}\\
f(t)=\left(\frac{t}{\tau}\right)^{-1 /(5 n+3)}  \tag{5}\\
\tau=\frac{1}{(5 n+3)}\left(\frac{2 n+1}{n+1}\right)^{n}(a V)^{-n / 3}  \tag{6}\\
a=\frac{(n+1)}{2 \pi n} \Gamma\left(\frac{7 n^{2}+6 n+1}{(n+1)(2 n+1)}\right) \Gamma^{-1}\left(\frac{2 n}{n+1}\right) \Gamma^{-1}\left(\frac{3 n+1}{2 n+1}\right) \tag{7}
\end{gather*}
$$
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Two-dimensional case

$$
\begin{equation*}
h=(a V)^{1 / 2} f(t) g(\eta) \tag{8}
\end{equation*}
$$

where

$$
\begin{gather*}
\eta=x f(t)(a V)^{-1 / 2}  \tag{9}\\
g(\eta)=\left(1-|\eta|^{(n+1) / n}\right)^{n /(2 n+1)}  \tag{10}\\
f(t)=\left(\frac{t}{\tau}\right)^{-1 /(3 n+2)}  \tag{11}\\
\tau=\frac{1}{(3 n+2)}\left(\frac{2 n+1}{n+1}\right)^{n}(a V)^{-n / 2}  \tag{12}\\
a=\frac{(n+1)}{2 n} \Gamma\left(\frac{5 n^{2}+5 n+1}{(n+1)(2 n+1)}\right) \Gamma^{-1}\left(\frac{n}{n+1}\right) \Gamma^{-1}\left(\frac{3 n+1}{2 n+1}\right) \tag{13}
\end{gather*}
$$

In both cases, $\boldsymbol{V}$ denotes the total volume measured in units of $L^{3}$ or $L^{2}$, as appropriate, $n$ the exponent in Glen's flow law, and $\Gamma$ the $\Gamma$ function.
The time evolution of the maximal height $H$ and the halfwidth $R$ can be obtained from (2) with (3) and (8) with (9), respectively:

Three-dimensional case

$$
\begin{gather*}
H(t)=\left.h\right|_{\eta=0}=(a V)^{1 / 3} f^{2}(t)  \tag{14}\\
R(t)=\left.\rho\right|_{\eta=1}=(a V)^{1 / 3} f^{-1}(t) \tag{15}
\end{gather*}
$$

Two-dimensional case

$$
\begin{gather*}
H(t)=\left.h\right|_{\eta=0}=(a V)^{1 / 2} f(t)  \tag{16}\\
R(t)=\left.x\right|_{\eta=1}=(a V)^{1 / 2} f^{-1}(t) \tag{17}
\end{gather*}
$$

The total volume,
Three-dimensional case

$$
\begin{equation*}
V=\frac{H(t) R^{2}(t)}{a} \tag{18}
\end{equation*}
$$

Two-dimensional case

$$
\begin{equation*}
V=\frac{H(t) R(t)}{a} \tag{19}
\end{equation*}
$$

is conserved.
In both cases, (4) and (10), the same rescaled surface profile of the ice sheet in a plane perpendicular to the bed and to the ice edge is obtained. The half-widths, (15) and (17), are power functions of the time $t$ with power exponent $1 /(5 n+3)$ and $1 /(3 n+2)$, respectively.

## The Perfect Plasticity Limit

In the following it is shown how Orowan's solution can be obtained from the similarity solution in the perfect plasticity limit $n \rightarrow \infty$. In this limit the ice sheets are described as well in the two-dimensional as in the cylindrically symmetric threedimensional case by Orowan's solution [ $N y e$, 1952] which is determined by its parabolic surface profile and the relation [Weertman, 1964]

$$
\begin{equation*}
\frac{2 \tau_{0} \hat{R}}{\rho g \hat{H}^{2}}=1 \tag{20}
\end{equation*}
$$

between its dimensional half-width $\hat{R}$ and dimensional maximal height $\hat{H}$, where $\rho$ is the density of the ice, $g$ the acceleration of gravity, and the stress $\tau_{0}$ is a parameter in Glen's flow law, which occurs in two forms in the literature [ $N y e$, 1957; Weertman, 1964]:

$$
\begin{equation*}
\dot{\varepsilon}=\left(\frac{\tau}{A}\right)^{n}=C\left(\frac{\tau}{\tau_{0}}\right)^{n} \tag{21}
\end{equation*}
$$

with

$$
\begin{equation*}
A^{n}=C^{-1} \tau_{0}{ }^{n} \tag{22}
\end{equation*}
$$

where $\dot{\varepsilon}$ and $\tau$ denote the second invariants of the strain rate and the deviatoric stress tensor, respectively.

In the three-dimensional and two-dimensional cases the rescaled surface profiles, (4) and (10), respectively, become parabolic in the perfect plasticity limit:
Three-dimensional case

$$
\begin{equation*}
g_{\infty}(\eta)=\lim _{n \rightarrow \infty} g(\eta)=(1-\eta)^{1 / 2} \tag{23}
\end{equation*}
$$

Two-dimensional case

$$
\begin{equation*}
g_{\infty}(\eta)=\lim _{n \rightarrow \infty} g(\eta)=(1-|\eta|)^{1 / 2} \tag{24}
\end{equation*}
$$

The second property, (20), is derived in a way which is different from that of Halfar [1981]. The time which a similarity solution of volume $V$ needs to extend from half-width 0 to half-width $R$ is given by (cf. (5), (6), and (15) or (11), (12), and (17))

Three-dimensional case

$$
\begin{equation*}
t=\frac{1}{(5 n+3)}\left(\frac{2 n+1}{n+1}\right)^{n} \frac{R^{5 n+3}}{(a V)^{2 n+1}} \tag{25}
\end{equation*}
$$

Two-dimensional case

$$
\begin{equation*}
t=\frac{1}{(3 n+2)}\left(\frac{2 n+1}{n+1}\right)^{n} \frac{R^{3 n+2}}{(a V)^{2 n+1}} \tag{26}
\end{equation*}
$$

Reintroducing the dimensional time $\hat{\boldsymbol{t}}$, half-width $\hat{R}$, and height $\hat{H}$ by [cf. Halfar, 1981]

$$
\begin{equation*}
\hat{t}=t T \quad \hat{R}=R L \quad \hat{H}=H L \tag{27}
\end{equation*}
$$

and using (18), (22), and (25) or (19), (22), and (26), as appropriate, yields

Three-dimensional case

$$
\begin{equation*}
\hat{t}=\frac{1}{C}\left(\frac{2 \tau_{0}}{\rho g} \frac{\hat{R}}{\hat{H}^{2}}\right)^{n} \frac{\hat{R}}{\hat{H}} \frac{(n+2)}{2(5 n+3)}\left(\frac{2 n+1}{2 n+2}\right)^{n} \tag{28}
\end{equation*}
$$

Two-dimensional case

$$
\begin{equation*}
\hat{t}=\frac{1}{C}\left(\frac{2 \tau_{0}}{\rho g} \frac{\hat{R}}{\hat{H}^{2}}\right)^{n} \frac{\hat{R}}{\hat{H}} \frac{(n+2)}{2(3 n+2)}\left(\frac{2 n+1}{2 n+2}\right)^{n} \tag{29}
\end{equation*}
$$

as dimensional time which a similarity solution needs to extend from a $\delta$ function distribution with half-width 0 to a distribution with dimensional half-width $\hat{R}$ and dimensional maximal height $\hat{H}$. In the three-dimensional case this time is smaller than in the two-dimensional case by a factor of $(3 n+2) /(5 n+3)$ which is equal to $11 / 18$ in the typical case $n=3$.

In the limit $n \rightarrow \infty$, the shallow profiles, i.e., $2 \tau_{0} \hat{R} / \rho g \hat{H}^{2}>1$, are never reached by an extending similarity solution as $\hat{t} \rightarrow \infty$, and the steep profiles, i.e., $2 \tau_{0} \hat{R} / \rho g \hat{H}^{2}<1$, are reached instantaneously as $\hat{t} \rightarrow 0$. Therefore the profiles with (20) are the only ones which can exist under these circumstances.

## The Solution of the Linearized Rescaled Equation of Motion

Applying the time-dependent rescalings which transformed the similarity solution of volume $V$ to the time-independent solution $g(\eta),(4)$ or (10), to the general solution $h$ of (1) yields the rescaled general solution $G$ :
Three-dimensional case

$$
\begin{equation*}
G(t, \eta, \phi)=(a V)^{-1 / 3} f^{-2}(t) h \tag{30}
\end{equation*}
$$

Two-dimensional case

$$
\begin{equation*}
G(t, \eta)=(a V)^{-1 / 2} f^{-1}(t) h \tag{31}
\end{equation*}
$$

where $a, f(t)$, and $\eta$ are given by (7), (5), and (3) or (13), (11), and (9).

The deviation of the rescaled solution $G$ from the rescaled similarity solution $g$ is described by the function $\varepsilon$ defined through
Three-dimensional case

$$
\begin{gather*}
\eta=(1+\varepsilon(t, \xi, \phi)) \xi  \tag{32}\\
G(t, \eta, \phi)=(1+\varepsilon(t, \xi, \phi)) g(\xi) \tag{33}
\end{gather*}
$$

Two-dimensional case [Halfar, 1981]

$$
\begin{gather*}
\eta=(1+\varepsilon(t, \xi)) \xi  \tag{34}\\
G(t, \eta)=(1+\varepsilon(t, \xi)) g(\xi) \tag{35}
\end{gather*}
$$

In the three-dimensional case the deviation $\varepsilon$ is not assumed to be cylindrically symmetric and thus depends also on the angular variable $\phi$.

Inserting (3), (30), (32), and (33) or (9), (31), (34), and (35) in the equation of motion (1) and expanding up to first order in $\varepsilon$ yields the linearized rescaled equation of motion

$$
\begin{equation*}
t \frac{\partial \varepsilon}{\partial t}=\mathscr{L}_{\varepsilon} \tag{36}
\end{equation*}
$$

where $\partial / \partial t$ denotes differentiation with fixed $\xi$ and $\mathscr{L}$ is a linear differential operator in $\xi$ and $\phi$ or in $\xi$ (cf. Appendix A or Halfar [1981]).

In the three-dimensional case as well as in the two-dimensional case the condition

$$
\begin{equation*}
\left|\frac{\partial}{\partial \xi}(\xi \varepsilon)\right|<1 \tag{37}
\end{equation*}
$$

guarantees the regularity of the transformations (32) and (33) or (34) and (35) (cf. Appendix A or Halfar [1981]) and is equivalent to the physical boundary condition of vanishing ice flux $q$ at the glacier edge (cf. Appendix C):

$$
\begin{equation*}
\left.\mathbf{q}\right|_{\text {edge }}=-\left.\nabla h|\nabla h|^{n-1} h^{n+2}\right|_{e d g e}=0 \tag{38}
\end{equation*}
$$

The proof of this equivalence for the two-dimensional case was not given by Halfar [1981] but can be carried out in a manner similar to that shown in Appendix C.
The eigenvalues $\mu_{m, k}$ and normalized eigenfunctions $\varepsilon_{m, k}(\xi, \phi)$ or $\varepsilon_{m, k}(\xi)$ of the operator $\mathscr{L}$ in (36) satisfying the boundary condition (38) have the mode numbers

Three-dimensional case

$$
\begin{equation*}
m=\cdots-1,0,1 \cdots \quad k=0,1,2, \cdots \tag{39}
\end{equation*}
$$

Two-dimensional case

$$
\begin{equation*}
m=0,1 \quad k=0,1,2, \cdots \tag{40}
\end{equation*}
$$

where in the two-dimensional case, $m=0$ denotes the symmetric case and $m=1$ the antisymmetric case [Halfar, 1981]. They are given by
Three-dimensional case (cf. Appendix B)

$$
\begin{gather*}
\mu_{m, k}=\frac{-1}{(5 n+3)}\left(\frac{(1-n)}{2}+(n+1) k+\frac{(n+1)(2 n+1)}{n} k^{2}\right) \\
\left.-\frac{1}{(5 n+3)}\left(\frac{(2 n+1)}{n} k+\frac{1}{2}\right)\right)\left((n-1)^{2}+4 n m^{2}\right)^{1 / 2}  \tag{41}\\
\varepsilon_{m, k}(\xi, \phi)=e^{i m \phi} u_{m, k}(z) f_{m}(z) \tag{42}
\end{gather*}
$$

where

$$
\begin{gather*}
f_{m}(z)=\left(1-\frac{n z}{(2 n+1)}\right)^{-1}  \tag{43}\\
\cdot \exp \left[\frac{\ln z}{2(n+1)}\left(-n+1+\left((n-1)^{2}+4 n m^{2}\right)^{1 / 2}\right)\right] \\
u_{m, k}(z)=h_{m, k}-1 / 2 G_{k}\left(p_{m}, q_{m}, z\right)  \tag{44}\\
p_{m}=\frac{n}{(2 n+1)}+\frac{1}{(n+1)}\left((n-1)^{2}+4 n m^{2}\right)^{1 / 2}  \tag{45}\\
q_{m}=1+\frac{1}{(n+1)}\left((n-1)^{2}+4 n m^{2}\right)^{1 / 2}  \tag{46}\\
h_{m, k}=\frac{k!\Gamma\left(k+q_{m}\right) \Gamma\left(k+p_{m}\right) \Gamma\left(k+p_{m}-q_{m}+1\right)}{\left(2 k+p_{m}\right) \Gamma^{2}\left(2 k+p_{m}\right)} \tag{47}
\end{gather*}
$$

Two-dimensional case [Halfar, 1981]

$$
\begin{gather*}
\mu_{m, k}=-\frac{(n+1)(2 n+1)}{n(3 n+2)}\left(k+\frac{m}{(n+1)}\right) \\
\cdot\left(k+\frac{m}{(n+1)}+\frac{\left(n^{2}-n-1\right)}{(n+1)(2 n+1)}\right)  \tag{49}\\
\varepsilon_{m, k}(\xi)=\left(\frac{\xi}{|\xi|}\right)^{m} u_{m, k}(z) f_{m}(z) \tag{50}
\end{gather*}
$$

where

$$
\begin{gather*}
f_{m}(z)=\left(1-\frac{n z}{(2 n+1)}\right)^{-1}=|\xi|^{(n+1) / n}  \tag{51}\\
\cdot \exp \left[\frac{\ln z}{2(n+1)}\left(-n+1+\left((n-1)^{2}+4 n m^{2}\right)^{1 / 2}\right)\right] \\
u_{m, k}(z)=h_{m, k}^{-1 / 2} G_{k}\left(p_{m}, q_{m}, z\right) \tag{52}
\end{gather*}
$$

$$
\begin{gather*}
p_{m}=\frac{n^{2}-n-1}{(n+1)(2 n+1)}+\frac{2(2 n+1) m}{(n+1)(2 n+1)}  \tag{54}\\
q_{m}=\frac{n}{(n+1)}+\frac{2 m}{(n+1)}  \tag{55}\\
h_{m, k}=\frac{k!\Gamma\left(k+q_{m}\right) \Gamma\left(k+p_{m}\right) \Gamma\left(k+p_{m}-q_{m}+1\right)}{\left(2 k+p_{m}\right) \Gamma^{2}\left(2 k+p_{m}\right)} \tag{56}
\end{gather*}
$$

The function $G_{k}\left(p_{m}, q_{m}, z\right)$ denotes the Jacobi polynomial which is proportional to the hypergeometric function $F\left(-k, k+p_{m}\right.$, $q_{m} ; z$ ). The properties of the special functions in this section are described by Abramowitz and Stegun [1970].

Expanding $\varepsilon$ in terms of eigenfunctions (42) or (50),
Three-dimensional case

$$
\begin{equation*}
\varepsilon(t, \xi, \phi)=\sum_{m=-\infty}^{m=+\infty} \sum_{k=0}^{k=\infty} a_{m, k}(t) \varepsilon_{m, k}(\xi, \phi) \tag{57}
\end{equation*}
$$

Two-dimensional case

$$
\begin{equation*}
\varepsilon(t, \xi)=\sum_{m=0}^{m=1} \sum_{k=0}^{k=\infty} a_{m, k}(t) \varepsilon_{m, k}(\xi) \tag{58}
\end{equation*}
$$

inserting (57) or (58) in (36), and comparing the coefficients of every eigenfunction separately yields

$$
\begin{equation*}
t \dot{a}_{m, k}(t)=\mu_{m, k} a_{m, k}(t) \tag{59}
\end{equation*}
$$

as differential equation for the time evolution of the amplitude $a_{m, k}(t)$ with the solution

$$
\begin{equation*}
a_{m, k}(t)=\left(\frac{t}{t_{0}}\right)^{\mu_{m, k}} a_{m, k}\left(t_{0}\right) \tag{60}
\end{equation*}
$$

The equations (57) or (58) and (60) solve the initial value problem for the linearized rescaled equation of motion (36) under the boundary condition of vanishing ice flux (38). The orthogonality relations for the functions (45) or (53) and the inverse relation to (57) or (58) are given in Appendix D.

For the three-dimensional case the radial dependences in the directions $\phi=0$ (positive abscissa) and $\phi=\pi$ (negative abscissa) of rescaled surface profiles belonging to some of the eigenfunctions $\varepsilon_{m, k}(42)$ are displayed in Figure 1 for the case $n=3$. The profiles with $m=0$ and $m= \pm 1$ look very similar to the symmetric or antisymmetric profiles in the two-dimensional case [Halfar, 1981]. The profiles with $(m, k)=(0,0),( \pm 1,0),(0$, 1) can be generated from the similarity solution by infinitesimal shifts in volume, two orthogonal horizontal directions, and time, respectively, and therefore correspond to the profiles ( $m$, $k)=(0,0),(1,0),(0,1)$ in the two-dimensional case (cf. discussion and Halfar [1981]).

The singularities of the surface slopes occurring at the center of the ice sheet in the cases $m=1$ and $m=2$ or in the case $m=1$ (antisymmetric case, cf. Halfar [1981]), which are determined by the functions $f_{m}(z)$ in (44) or (52), are due to the nonlinear behavior of the flux $q$ (cf. (38)) in $\nabla h$ and indeed disappear in the case $n=1$ when the flux becomes linear in $\nabla h$. In the three-dimensional case the angular dependence of the eigenfunctions (42) is given by $e^{i m \phi}$.

## Discussion

In the three-dimensional case as well as in the twodimensional case, all eigenvalues (41) or (49) except the first, $\mu_{0,0}$, are negative, and therefore $\varepsilon \rightarrow 0$ for $t \rightarrow \infty$ if $a_{0,0} \equiv 0$ (cf. (57) or (58) and (60)), i.e., the similarity solution is asymptotically stable under all perturbations of its initial value data




Fig. 1. Each picture shows the radial dependence $g(\eta)$ versus $\eta$ of the rescaled cylindrically symmetric similarity solution (4) which is obtained from the similarity solution (2) by tlme-dependent rescalings of the distance $\rho$ from the origin and of the height $h$, such that it becomes time-independent, extends from $\eta=0$ to $\eta=1$ in radial direction, and has maximal height $g(0)=1$. The radial dependence $\left(1+c_{m, k} \varepsilon_{m, k}(\xi, 0)\right) g(\xi)$ versus $\left(1+c_{m, k} \varepsilon_{m, k}(\xi, 0)\right) \xi=\eta$ (cf. (32), (33)) in the direction $\phi=0$ of the occuring rescaled surface profiles represent deviations from the similarity solution belonging to eigenfunctions $c_{m, k} \varepsilon_{m, k}$ (cf. (42)) of (36) where $m(=M)=0 \cdots \pm 3$ denotes the angular and $k(=K)=0 \cdots 4$ the radial mode number. The constants $c_{m, k}$ have been chosen such that all occuring deviations have the same order of magnitude. The negative part of the abscissa corresponds to the direction $\phi=\pi$. The value $n=3$ has been chosen for the exponent in Glen's flow law.


Fig. 1. (continued)
which leave the volume invariant. In the two-dimensional case the three modes with mode numbers $(m, k)=(0,0),(1,0),(0,1)$ can be generated from the similarity solution by shifts in volume, space, and time, respectively [Halfar, 1981]. In the three-dimensional case, two linearly independent shifts in horizontal directions are possible, and thus four modes with ( $m$, $k)=(0,0),( \pm 1,0),(0,1)$ can be generated by shifts in volume, space, and time in the following way. The four parameters of the similarity solution are its volume $V$, the $x y$ coordinates $x_{0}$, $y_{0}$ of its center of mass, and the initial time $t_{0}$ at which the similarity solution is a $\delta$ function distribution in space (do not confuse this $t_{0}$ with the time $t_{0}$ in the solution (60) of the initial value problem for the linearized equation). The solution (2) belongs to the value $x_{0}=y_{0}=t_{0}=0$. Representing the deviation of the similarity solution which belongs to the parameters $V+\delta V, x_{0}, y_{0}, t_{0}$ from the solution (2) by a function $\varepsilon(t, \xi, \phi)$ according to (30), (32), (33) and differentiating this function at arbitrary, fixed time with respect to $\delta V, x_{0}, y_{0}, t_{0}$ at $\delta V=x_{0}=$ $y_{0}=t_{0}=0$ yields four eigenfunctions of (36) which are, up to constant factors equal to $\varepsilon_{0,0}(\xi, \phi)$, the real and imaginary part of $\varepsilon_{1,0}(\xi, \phi)=\bar{\varepsilon}_{-1,0}(\xi, \phi)$ and $\varepsilon_{0,1}(\xi, \phi)$, respectively.
The relative decrease $-d a_{m, k} / a_{m, k}$ of the amplitude $a_{m, k}$ during the time evolution measured in units $d R / R$ which is the relative increase of the cap's half-width is given by

Three-dimensional case (cf. (59), (15), (5))

$$
\begin{equation*}
-\frac{R(t)}{a_{m, k}(t)} \frac{d a_{m, k}(t)}{d R(t)}=-(5 n+3) \mu_{m, k} \tag{61}
\end{equation*}
$$

Two-dimensional case [Halfar, 1981]

$$
\begin{equation*}
-\frac{R(t)}{a_{m, k}(t)} \frac{d a_{m, k}(t)}{d R(t)}=-(3 n+2) \mu_{m, k} \tag{62}
\end{equation*}
$$

The lowest of these values for $n=3$ are given by
Three-dimensional case (61)

## Conclusion

The equation (1) describing the motion of an ice sheet under its own weight has a cylindrically symmetric similarity solution (2) (three-dimensional case) and a similarity solution (8) which is homogeneous in one horizontal direction (two-dimensional case). Its half-width (15) or (17) is a power function of the time where in the three-dimensional case the corresponding power exponent is lower than in the two-dimensional case. From both solutions the same time-independent surface profile (4) or (10) in a plane perpendicular to the bed and to the ice edge can be obtained by time-dependent rescalings of the space variables. In the perfect plasticity limit the three-dimensional or twodimensional similarity solution yields Orowan's threedimensional or two-dimensional solution, respectively.

Under the boundary condition of vanishing ice flux (38), the initial value problem of the equation of motion (36), which has been linearized in the deviations from the similarity solution, can be solved by expanding these deviations in terms of eigenfunctions of the linearized equation (57) or (58) and by determining the time evolution (60) of the amplitudes which occur as coefficients of the eigenfunctions in this expansion.

The symmetry properties of the eigenfunctions are denoted by the integer $m$. In the three-dimensional case ( $m=0, \pm 1, \cdots$ ) the eigenfunctions belonging to $m$ are determined by their angular dependence proportional to $e^{i m \phi}$. In the twodimensional case ( $m=0,1$ ), $m=0$ denotes the symmetric and $m=1$ the antisymmetric eigenfunctions under $x \rightarrow-x$. For every $m$, infinitely many eigenfunctions $\varepsilon_{m, k}(k=0,1, \cdots)(42)$ or (50) exist.

The eigenmodes can be ordered according to the relative rate of decrease $-\dot{a}_{m, k} / a_{m, k}$ of their amplitudes during the time evolution measured in units $\dot{R} / R$ which is the relative rate of increase of the cap's half-width (cf. (61) or (62)). In the threedimensional as well as in the two-dimensional case, the lowest mode with $(m, k)=(0,0)$ belongs to the value 0 and can be generated from the similarity solution by an infinitesimal shift

| $\dagger$ | 1 | 18 |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $k$ | 0 | 0 | 1 | 2.6 | 4.3 | 6 | 7.7 | 9.4 | 11.2 | 12.9 | 14.6 | 16.3 |
|  | 0 | $\pm 1$ | $\pm 2$ | $\pm 3$ | $\pm 4$ | $\pm 5$ | $\pm 6$ | $\pm 7$ | $\pm 8$ | $\pm 9$ | $\pm 10$ | $\pm 11$ |

Two-dimensional case (62) [Halfar, 1981]


For the modes ( $m, k$ ) which are generated by shifts in volume ( $m=0, k=0$ ) and space ( $m= \pm 1$ or $1, k=0$ ) the occurring values are equal to 0 and 1 in the three-dimensional as well as in the two-dimensional case. The mode $(m, k)=(0,1)$ which is generated by a shift in time belongs to the value 18 in the three-dimensional case and therefore decreases 'more quickly' than in the two-dimensional case where this value is equal to 11. In the three-dimensional case there are, between the modes generated by shifts in space and the mode generated by a shift in time, still some items with higher angular mode numbers $m= \pm 2 \cdots \pm 10$ and $k=0$.
in volume. Then follows the value 1 , which belongs in the three-dimensional case to the two modes with $(m, k)=( \pm 1,0)$ generated by shifts in two orthogonal horizontal directions and in the two-dimensional case to the mode with $(m, k)=(1,0)$ generated by a shift in $x$-direction. For $n=3$ the next value in the two-dimensional case is 11 and the corresponding mode with $(m, k)=(0,1)$ can be generated by a time shift. In the three-dimensional case the mode which is generated by a time shift with $(m, k)=(0,1)$ belongs to the value 18 , and thus the corresponding amplitude decreases more quickly than in the two-dimensional case. However, in this case there are still the modes with $(m, k)=( \pm 2,0) \cdots( \pm 10,0)$ between the modes which are generated by space shifts and the mode which is generated by a time shift.
In the three-dimensional as well as in the two-dimensional case it follows from the solution (57) or (58) with (60) of the linearized equation (36) under the boundary condition of vanishing ice flux (38) that the similarity solution is asymptotically stable with respect to all perturbations of its initial value data which leave its volume invariant.

## Appendix A

Consider the transformation

$$
\begin{equation*}
t=\sigma \quad \phi=\chi \quad \eta=(1+\varepsilon(\sigma, \xi, \chi)) \xi \tag{A1}
\end{equation*}
$$

with the differential transformation matrix

$$
\begin{align*}
& {\left[\begin{array}{lll}
\frac{\partial \sigma}{\partial t}, & \frac{\partial \sigma}{\partial \eta}, & \frac{\partial \sigma}{\partial \phi} \\
\frac{\partial \xi}{\partial t}, & \frac{\partial \xi}{\partial \eta}, & \frac{\partial \xi}{\partial \phi} \\
\frac{\partial \chi}{\partial t}, & \frac{\partial \chi}{\partial \eta}, & \frac{\partial \chi}{\partial \phi}
\end{array}\right]=\left(1+\frac{\partial}{\partial \xi}(\xi \varepsilon)\right)^{-1}} \\
& {\left[\begin{array}{lll}
1+\frac{\partial}{\partial \xi}(\xi \varepsilon), & 0, & 0 \\
-\xi \frac{\partial \varepsilon}{\partial \sigma}, & 1, & -\xi \frac{\partial \varepsilon}{\partial \chi} \\
0, & 0, & 1+\frac{\partial}{\partial \xi}(\xi \varepsilon)
\end{array}\right]} \tag{A2}
\end{align*}
$$

The condition

$$
\begin{equation*}
\left|\frac{\partial}{\partial \xi}(\xi \varepsilon)\right|<1 \tag{A3}
\end{equation*}
$$

guarantees the regularity of (A2). From (A2) it follows up to first order in $\varepsilon$ :

$$
\begin{gather*}
\frac{\partial}{\partial t}=\frac{\partial}{\partial \sigma}-\xi \frac{\partial \varepsilon}{\partial \sigma} \frac{\partial}{\partial \xi}  \tag{A4}\\
\frac{\partial}{\partial \eta}=\left(1-\frac{\partial}{\partial \xi}(\xi \varepsilon)\right) \frac{\partial}{\partial \xi}  \tag{A5}\\
\frac{\partial}{\partial \phi}=-\xi \frac{\partial \varepsilon}{\partial \chi} \frac{\partial}{\partial \xi}+\frac{\partial}{\partial \chi} \tag{A6}
\end{gather*}
$$

Inserting (A1), (A4), (A5), (A6), (3), (30), (32), and (33) in (1), one obtains the linearized equation of motion in $\varepsilon$

$$
\begin{align*}
(5 n+3) \sigma & \frac{\partial}{\partial \sigma}\left(g(\xi)-\xi g^{\prime}(\xi)\right) \varepsilon \\
= & -\frac{n}{\xi} \frac{\partial}{\partial \xi} \xi\left(\xi g(\xi) \varepsilon+\frac{\xi g(\xi)}{g^{\prime}(\xi)}\left(g(\xi)-\xi g^{\prime}(\xi)\right) \frac{\partial \varepsilon}{\partial \xi}\right) \\
& -\frac{g(\xi)\left(g(\xi)-\xi g^{\prime}(\xi)\right)}{\xi g^{\prime}(\xi)} \frac{\partial^{2} \varepsilon}{\partial \chi^{2}} \tag{A7}
\end{align*}
$$

The division by $(5 n+3)\left(g-\xi g^{\prime}\right)$ then yields (36) where $\partial / \partial \sigma$, $\partial / \partial \chi$ denote $\partial / \partial t, \partial / \partial \phi$, respectively, at fixed $\xi$.

## Appendix B

To write (A7) in standard form, the transformations

$$
\begin{equation*}
z=\xi^{(1+n) / n} \quad 0<\xi<1 \tag{A8}
\end{equation*}
$$

$$
\begin{align*}
\delta & =\left(g(\xi)-\xi g^{\prime}(\xi)\right) \varepsilon \\
& =\frac{n}{(2 n+1)}\left(\frac{(2 n+1)}{n}-z\right)(1-z)^{-(n+1) /(2 n+1)} \varepsilon \tag{A9}
\end{align*}
$$

are used. Replacing the operator $\sigma \partial / \partial \sigma$ by the spectral parameter $\mu$;

$$
\begin{equation*}
\sigma \frac{\partial}{\partial \sigma} \rightarrow \mu \tag{A10}
\end{equation*}
$$

writing $\delta$ as

$$
\begin{equation*}
\delta=\Delta(z) e^{i m x} \tag{A11}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\frac{\partial^{2} \delta}{\partial \chi^{2}}=-m^{2} \delta \tag{A12}
\end{equation*}
$$

and substituting (A8)-(A11) in (A7) yields

$$
\begin{align*}
& 0=\frac{\partial^{2} \Delta}{\partial z^{2}}+\left(\frac{2 n}{(n+1)} \frac{1}{z}+\frac{(3 n+2)}{(2 n+1)} \frac{1}{(z-1)}\right) \frac{\partial \Delta}{\partial z} \\
&+\left(-\frac{n m^{2}}{(n+1)^{2}} \frac{1}{z^{2}}-\frac{n(5 n+3)}{(2 n+1)(n+1)}\right. \\
&\left.\cdot\left(\mu+\frac{2(n+1)}{(5 n+3)}\right)\left(\frac{1}{z}-\frac{1}{(z-1)}\right)\right) \Delta \tag{A13}
\end{align*}
$$

The condition (A3) is equivalent to
$\left\lvert\, \frac{(2 n+1)}{n}\left(1+\frac{(n+1)}{n} z \frac{\partial}{\partial z}\right)\left(\frac{(2 n+1)}{n}-z\right)^{-1}\right.$

$$
\begin{equation*}
\cdot(1-z)^{(n+1) /(2 n+1)} \Delta \mid<1 \tag{A14}
\end{equation*}
$$

The equation (A13) is Riemann's differential equation. Its complete set of solutions is denoted by the symbol [Smirnow, 1970]

$$
\mathbf{P}\left[\begin{array}{llll}
0 & 1 & \infty &  \tag{A15}\\
\alpha_{1} & \beta_{1} & \gamma_{1} & z \\
\alpha_{2} & \beta_{2} & \gamma_{2} &
\end{array}\right]
$$

where $\alpha_{i}, \beta_{i}, \gamma_{i}(i=1,2)$ are the roots of the corresponding fundamental equation at $z=0,1, \infty$, respectively:

$$
\begin{gather*}
\alpha_{1,2}=\frac{1}{2(n+1)}\left(-n+1 \pm\left((n-1)^{2}+4 n m^{2}\right)^{1 / 2}\right)  \tag{A16}\\
\beta_{1}=0 \quad \beta_{2}=-\frac{(n+1)}{(2 n+1)} \tag{A17}
\end{gather*}
$$

$$
\begin{align*}
\gamma_{1,2}=\frac{\left(5 n^{2}+4 n+1\right)}{2(n+1)(2 n+1)} & \pm\left(\frac{\left(3 n^{2}-1\right)^{2}}{4(n+1)^{2}(2 n+1)^{2}}\right. \\
& \left.+\frac{n m^{2}}{(n+1)^{2}}-\frac{n(5 n+3) \mu}{(n+1)(2 n+1)}\right)^{1 / 2} \tag{A18}
\end{align*}
$$

The set of solutions of (A13) can be represented in the neighborhood of $z=0$ by

$$
\begin{equation*}
\Delta=c_{1} z^{a_{1}} w_{1}(z)+c_{2} z^{a_{2}} w_{2}(z) \tag{A19}
\end{equation*}
$$

with arbitrary constants $c_{1}, c_{2}$ and functions $w_{1}(z), w_{2}(z)$ which are analytic in the neighborhood of $z=0$ and nonvanishing at $z=0$ :

$$
\begin{equation*}
w_{1}(0) \neq 0 \quad w_{2}(0) \neq 0 \tag{A20}
\end{equation*}
$$

A similar representation exists in the neighborhood of $z=1$ :

$$
\begin{gather*}
\Delta=c_{3}(1-z)^{\beta_{1}} w_{3}(z)+c_{4}(1-z)^{\beta_{2}} w_{4}(z)  \tag{A21}\\
w_{3}(1) \neq 0 \quad w_{4}(1) \neq 0 \tag{A22}
\end{gather*}
$$

From (A14), (A17), (A21), and (A22) it follows that

$$
\begin{equation*}
c_{3}=0 \tag{A23}
\end{equation*}
$$

and from (A16), (A19), and (A20) that

$$
\begin{equation*}
c_{2}=0 \tag{A24}
\end{equation*}
$$

Thus $(1-z)^{-\beta_{2}} z^{-\alpha_{1}} \Delta$ is analytic in the entire complex $z$ plane. The special function of the set [Abramowitz and Stegun, 1970]

$$
\begin{align*}
& (1-z)^{-\beta_{2} z^{-\alpha_{1}} P\left[\begin{array}{llll}
0 & 1 & \infty & \\
\alpha_{1} & \beta_{1} & \gamma_{1} & z \\
\alpha_{2} & \beta_{2} & \gamma_{2} &
\end{array}\right]} \\
& \quad=P\left[\begin{array}{llll}
0 & 1 & \infty \\
0 & \beta_{1}-\beta_{2} & \gamma_{1}+\alpha_{1}+\beta_{2} & z \\
\alpha_{2}-\alpha_{1} & 0 & \gamma_{2}+\alpha_{1}+\beta_{2} &
\end{array}\right] \tag{A25}
\end{align*}
$$

which is analytic in the entire $z$ plane is the hypergeometric function $F(a, b, c ; z)$ where

$$
\begin{equation*}
a, b=\gamma_{1,2}+\alpha_{1}+\beta_{2} \quad c=1+\alpha_{1}-\alpha_{2} \tag{A26}
\end{equation*}
$$

and $a$ or $b$ must be a nonpositive integer $-k$ which implies (cf. (A16)-(A18), (A26))

$$
\begin{equation*}
b=-k \tag{A27}
\end{equation*}
$$

$$
\begin{gather*}
a=k+\frac{n}{(2 n+1)}+\frac{1}{(n+1)}\left((n-1)^{2}+4 n m^{2}\right)^{1 / 2}  \tag{A28}\\
c=1+\frac{1}{(n+1)}\left((n-1)^{2}+4 n m^{2}\right)^{1 / 2} \tag{A29}
\end{gather*}
$$

Using (A16)-(A18), (A26-(A29) yield the eigenvalues $\mu_{m, k}$ (41).

## Appendix C

In the following it is shown that the condition $c_{3}=0$ (A23) which is equivalent to (37) is also equivalent to (38). Using (3), (30) yields for the flux $q$

$$
\begin{align*}
\mathbf{q} & =-\nabla h|\nabla h|^{n-1} h^{n+2} \\
& =-f^{5 n+4}(a V)^{(n+2) / 3}\left(e_{\rho} G_{\eta}+\mathbf{e}_{\phi} \frac{G_{\phi}}{\eta}\right)\left(G_{\eta}{ }^{2}+\frac{G_{\phi}{ }^{2}}{\eta^{2}}\right)^{(n-1) / 2} G^{n+2} \tag{A30}
\end{align*}
$$

where ( $e_{\rho}, e_{\phi}$ ) is the orthonormal system which belongs to cylindrical coordinates. Substituting (33), (A1), (A5), (A6), (A8), (A9), and (A11) in (A30) and expanding its radial and angular part up to first order in $\delta$ yields

$$
\begin{align*}
& G_{\eta}\left(G_{\eta}^{2}+\frac{G_{\phi}{ }^{2}}{\eta^{2}}\right)^{(n-1) / 2} G^{n+2} \\
&=-\left(\frac{n+1}{2 n+1}\right)^{n} z^{n /(1+n)(1-z)^{n /(2 n+1)}} \\
&-\delta\left(\frac{n+1}{2 n+1}\right)^{n} \frac{1}{n} z^{n /(n+1)}\left(\frac{(2 n+1}{n}-z\right)^{-1} \\
& \cdot\left((n+3)(2 n+1)-\left(n^{2}+5 n+2\right) z\right) \\
&+\frac{\partial \delta}{\partial z}\left(\frac{n+1}{2 n+1}\right)^{n}(2 n+1) z^{n /(n+1)}(1-z)  \tag{A31}\\
& \frac{G_{\phi}}{\eta}\left(G_{\eta}^{2}+\frac{G_{\phi}}{\eta^{2}}\right)^{(n-1) / 2} G^{n+2} \\
&=i m \delta\left(\frac{n+1}{2 n+1}\right)^{n-1} z^{-1 /(n+1)}(1-z) \tag{A32}
\end{align*}
$$

In the vicinity of the edge $z=1, \delta$ is given by (cl. (A11), (A17), and (A21))
$\delta=\left(c_{3} w_{3}(z)+c_{4} w_{4}(z)(1-z)^{-(n+1) /(2 n+1)}\right) e^{i m x}$

Substituting (A33) into (A31) and (A32) yields

$$
\begin{align*}
G_{\eta}\left(G_{\eta}{ }^{2}\right. & \left.+\frac{G_{\phi}{ }^{2}}{\eta^{2}}\right)^{(n-1) / 2} G^{n+2} \\
= & -\left(\frac{n+1}{2 n+1}\right)^{n} z^{n /(n+1)}(1-z)^{n /(2 n+1)} \\
& +\left(\frac{n+1}{2 n+1}\right)^{n} e^{i m x} z^{n /(n+1)}\left(\frac{(2 n+1)}{n}-z\right)^{-1} \\
& \cdot\left[-c_{3} w_{3}(z) \frac{1}{n}\left((n+3)(2 n+1)-z\left(n^{2}+5 n+2\right)\right)\right. \\
& +(2 n+1) c_{3} w_{3}^{\prime}(z)(1-z)\left(\frac{(2 n+1)}{n}-z\right) \\
& +(1-z)^{n /(2 n+1)}\left((2 n+1)\left(\frac{(2 n+1}{n}-z\right)\right. \\
& \left.\left.\cdot c_{4} w_{4}^{\prime}(z)-\frac{2(2 n+1)}{n} c_{4} w_{4}(z)\right)\right]  \tag{A34}\\
\frac{G_{\phi}}{\eta}\left(G_{\eta}^{2}\right. & \left.+\frac{G_{\phi}^{2}}{\eta^{2}}\right)^{(n-1) / 2} G^{n+2} \\
& =i m e^{i m x}\left(\frac{n+1}{2 n+1}\right)^{n-1} z^{-1 /(n+1)} \\
& \cdot\left((1-z) c_{3} w_{3}(z)+(1-z)^{n /(2 n+1)} c_{4} w_{4}(z)\right) \tag{A35}
\end{align*}
$$

The angular part (A35) vanishes at the edge $z=1$ in any case, but the radial part (A34), due to (A22), if and only if $c_{3}=0$.

## Appendix D

Using the orthogonality relations [Abramowitz and Stegun, 1970]

$$
\begin{equation*}
\int_{0}^{1} d z w_{m}(z) u_{m, k}(z) u_{m, l}(z)=\delta_{k, l} \tag{A36}
\end{equation*}
$$

for the polynomials $u_{m, k}(z)$, (45) or (53) with the weight function

$$
\begin{equation*}
w_{m}(z)=(1-z)^{p_{m}-q_{m} z^{q_{m}}-1} \tag{A37}
\end{equation*}
$$

one obtains the inverse relation to (57):

$$
\begin{align*}
& a_{m, k}(t)=\frac{1}{2 \pi} \int_{0}^{2 \pi} d \phi \int_{0}^{1} d z e^{-i m \phi} w_{m}(z) f_{m}^{-1}(z) \\
& \cdot u_{m, k}(z) \epsilon(t, \xi, \phi) \tag{A38}
\end{align*}
$$

and to (58):

$$
\begin{align*}
& a_{m, k}(t)=\int_{\substack{0 \\
\xi>0}}^{1} d z w_{m}(z) f_{m}^{-1}(z) u_{m, k}(z) \\
& \cdot \frac{1}{2}\left(\varepsilon(t, \xi)+(-1)^{m} \varepsilon(t,-\xi)\right) \tag{A39}
\end{align*}
$$
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